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## Administrative Details

## Lectures:

- Mondays, 11:00-12:00
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Assessment:

- 25 \% continuous assessment
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## Course Aims

- To provide a foundation for modelling various continuous and discrete optimisation problems.
- To provide the tools and paradigms for the design and analysis of algorithms for continuous and discrete optimisation problems. Apply these tools to real-world problems.
- To review the links and interconnections between optimisation and computational complexity theory.
- To provide an in-depth, systematic and critical understanding of selected significant topics at the intersection of optimisation, algorithms and (to a lesser extent) complexity theory, together with the related research issues.


## Learning Outcomes

Upon completion of the module you should have:

- A critical awareness of current problems and research issues in the field of optimisation.
- The ability to formulate optimisation models for the purpose of modelling particular applications.
- The ability to use appropriate algorithmic paradigms and techniques in context of a particular optimisation model.
- The ability to read, understand and communicate research literature in the field of optimisation.
- The ability to recognise potential research opportunities and research directions.


## Outline

(1) Introduction
(2) Linear Programming Basics
(3) The Geometry of Linear Programming
(4) The Simplex Method
(5) Duality
(6) Applications of Linear Programming

## Chapter 1: Introduction

## A Motivating (and Refreshing) Example

Small brewery produces ale and beer.

- Production limited by scarce resources: corn, hops, barley malt.
- Recipes for ale and beer require different proportions of resources.
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Is this best possible?
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Observation: Regardless of objective function coefficients, an optimal solution occurs at an extreme point (vertex).

## Terminology and Notation
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$-\mathbb{Z}, \mathbb{Z}_{\geq 0}, \mathbb{Z}^{n} \ldots$ set of integers, non-negative integers, $n$-dimensional ...
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Sets:
- $S=\left\{s_{1}, s_{2}, \cdots, s_{k}\right\} \ldots$ a set of $k$ elements
- $S=\{x \mid P(x)\} \ldots$ set of elements $x$ for which condition $P$ is true
- Example: $\quad \mathbb{Z}_{\geq 0}=\{i \mid i \in \mathbb{Z}$ and $i \geq 0\}$
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