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Abstract. Programming languages based on the BDI style of agent modeiav com-
mon. Within these there appears to be some, limited, agneeonethe core functionality of
agents. However, when we come to multi-agent organisatimstsonly do many BDI lan-
guages have no specific organisational structures, but thas do exist are very diverse. In
this paper, we aim to provide a unifying framework for theecaspects of agent organisa-
tion, covering groups, teams and roles, as well as organisatThus, we describe a simple
organisational mechanism, and show how several well kn@pnogches can be embedded
within it. Although the mechanism we use is derived from themreM language, we do
not assume any specific BDI programming language. The agtonal mechanism is thus
intended to be independent of the underlying agent langaadeso provides a common
core for future developments in agent organisation.

1 Introduction

As hardware and software platforms become more sophisticaind as these are deployed in
more unpredictable environments, so the leveltbnomypuilt into such systems has increased.
This has allowed systems to work effectively without detdjland constant, human intervention.
However, autonomous systems can be hard to understand andhaxder to develop reliably. In
order to help in this area, the concept ofagentwas developed to capture the abstraction of an
autonomously acting entity. Based on this concept, newnigales were developed for analysing,
designing and implementing agents. In particular, seveeal programming languages were
developed explicitly for implementing autonomous agents.

We can simply characterise an agent as an autonomous seftwarponent having certain
goals and being able to communicate with other agents irr tedzccomplish these goals [31].
The ability of agents to act independently, to react to ueelgd situations and to cooperate with
other agents has made them a popular choice for developitvgese in a number of areas. At one
extreme there are agents that are used to searcRIBRNET, navigating autonomously in order
to retrieve information; these are relatively lightweiggents, with few goals but significant
domain-specific knowledge. At the other end of the specttinere are agents developed for
independent process control in unpredictable environmditis second form of agent is often
constructed using complex software architectures, ancbbas applied in areas such as real-
time process control [25, 19]. Perhaps the most impresseeofl such agents is as part of the
real-time fault monitoring and diagnosis carried out in B&SA Deep Space One mission [22].

The key reason why an agent-based approach is advantagebasmodelling and program-
ming of autonomous systems, is that it permits the clear andise representation, not just of
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whatthe autonomous components within the system dowbytthey do it. This allows us to
abstract away from the low-level control aspects and to entrate on the key feature of au-
tonomy, namely the goals the component has and the choiceskiés. Thus, in modelling a
system in terms of agents, we often describe each agesitsfsandgoals which in turn de-
termine the agent'®tentions Such agents then make decisions about what action to pgrfor
given their beliefs and goals/intentions. This kind of aygmh has been popularised through the
influential BDI (Belief-Desire-Intention) model of ageb&sed systems [25]. This representation
of behaviour usingnentalnotions is initially unusual, yet has several benefits. Tis i that,
ideally, it abstracts away from low-level issues: we simpfgsent some goal that we wish to
be achieved, and we expect it to act as an agent would givénagoal. Secondly, because
we are used to understanding and predicting the behaviowatiohal agents, the behaviour of
autonomous software should be relatively easy for humanstierstand and predict too. Not
surprisingly, the modelling of complex systems, even sgagxoration systems, in terms of ra-
tional agents has been very successful [27, 26, 16]. ThesBIN approach to agent modelling
has been successful. Unsurprisingly, this has led to maaglmpwogramming languages based
(at least in some part) upon this model; these are often tBi¥ LanguagesAlthough a wide
variety of such languages have been developed [3] few hamegsand flexible mechanisms for
organisingmultiple agents, and those that do provide no agreemengirditganisational mech-
anisms. Thus, while BDI languages have converged to a conmar@relating to the activity of
individual agents [8], no such convergence is apparentingef multi-agent structuring.

As part of our overall aim is to provide a common logically édgramework for BDI style
agent programming, incorporating organisational aspects so facilitate agent verification via
model checking, a clear goal is to develop a simple, inteigimd semantically consistent organ-
isation mechanism. In this paper we do this, in addition shgwow this simple model can, in
BDI languages, encompass many previously proposed mofietsiii-agent organisation and
teamwork.

The structure of this paper is as follows. Section 2 surveysesof the leading approaches to
agent organisation and illustrates their diverse naturé&dction 3 we describe the structuring
mechanism we propose to unify the multi-agent conceptswered within our survey. Section 4
demonstrates how our framework can be used to model conseglisas joint-intentions, roles,
etc. Finally, in Section 5, we provide concluding remarkd antline future work.

2 Approaches to Agent Organisation

In this section we overview some of the key approaches to iip@nisation of agents that have
been proposed. It is important to note that we are partiutaamcerned withrational agents
predominantly using the BDI model of computation. In aduitiwhile we have not listedll the
various approaches, the selection we give below covers rafthe leading attempts at team-
work, organisational structuring and role-based comjutatn addition, while we are primarily
interested in developing BDI languages with clear logiehantics and logic-based mecha-
nisms, we also consider organisational approaches behndlass.

2.1 Cohen and Levesqueloint I ntentions

Offering a respected philosophical view on agent co-ojp@maCohen and Levesque produced
a significant paper ‘Teamwork’ [7] extending previous woBK [5, 6]. They persuasively argue



that a team of agents shoutdt be modelled as an aggregate agent but propose new (logical)
concepts ojoint intentions joint commitmentandjoint persistent goalto ensure that teamwork
does not break down due to any divergence of individual teambers’ beliefs or intentions.
The authors’ proposals oblige agents working in a team &imeeam goals until it is mutually
agreed amongst team members that the goal has been acligevethnger relevant or is impos-
sible. This level of commitment is stronger than an agerdimimitment to its individual goals
which are dropped the moment it (individually) believesytiage satisfied. Joint intentions can
be reduced to individual intentions if supplemented withtmalibeliefs.

2.2 Tidhar, Cavedon and Rao:Team-Oriented Programming

Tidhar [29] introduced the concept tdam-oriented programmingith social structure. Essen-
tially this is an agent-centred approach that defines jaalgand intentions for teams but stops
short of forcing individual team members to adopt those g@ald intentions. An attempt to
clarify the definition of a ‘team’ and what team formation &itd was made using concepts such
as ‘mind-set synchronisation’ and ‘role assignment’. Témrhaviour was defined by a temporal
ordering of plans which guided (but did not constrain) adeaftaviour. A social structure is pro-
posed by the creation @bmmandandcontrolteams which assign roles, identify sub-teams and
permit inter-team relationships.

2.3 Ferber, Gutknecht and Michel: Roles and Organisations

Ferberet al.[10] present the case for an organisational-centred apprtmathe design and en-
gineering of complex multi-agent systems. They cite disatizges of the predominant agent-
centred approaches such as: lack of access rights comtadlility to accommodate heteroge-
neous agents; and inappropriate abstraction for desgrimganisational scenarios. The authors
propose a model for designing language independent nystiMasystems in terms @fgents
roles andgroups Agents and groups are proposed as distinct first classemntétthough it is
suggested that an agent ought to be able to transform itgelfi group. (We will see later that
this is close to our approach.)

In [11], Ferber continues to argue for an organisationaltte®l approach, advocating the
complete omission of mental states at the organisationel, ldefining an organisation of agents
in terms of its capabilities, constraints, roles, grougksaand interaction protocols. Clearly ar-
ticulated here is a manifesto of design principles.

2.4 Pynadath and Tambe . TEAMCORE

Pynadathet al. [24] the authors describe their interpretation of ‘teanented programming’
that aims to organise groups of heterogeneous agents tevactegam goals. A framework for
defining teams is given that provides the following concepts

Team— an agent without domain abilities;

Team-ready— agents with domain abilities that can interface with a teayant;
Sub-goal— a goal that contributes to the team goal; and

Task — the allocation of a sub-goal to a team-ready agent.



An implementation of their framework, TEAMCORE, provideganisational functionality such
as enabling multicast communication between agents,rasgitasks, maintaining group beliefs
and maintaining hierarchies of agents (by role). Also, ttgfeneous agents are accommodated
by wrapper agents that act as proxies for the domain agent.

2.5 Fisher, Hirsch and Ghidini: Groups as Agents

Beginning within the context of executable temporal lodidsFisheret al. produced a series of
papers [12-15] that developed theeWATEM language into a generalised approach for express-
ing dynamic distributed computations. As we will see moreidlihis model in Section 3, we
just provide a brief outline below.

Organisational structuring within the ®¥ATEM [12] language consists of a simple nested
grouping structure where groups comprise communicatiegiehts (objects, agents, or other
software components). The key aspect of this approachtigtbaps themselves are also agents,
providing a homogeneous, simple, yet expressive, mod§l4h it is argued that systems com-
posed of components as diverse as objects, web servicedbaimda features can be modelled
within this general language.

2.6 Hiuibner, Sichman and BoissierRoles and Permissions

Hubner and his co-authors believed that the agent orgéonisd frameworks proposed prior to

their 2002 paper [18] overlooked the significant relatidpdbetween structural and functional
properties of an organisation. Thus, in [18], they proposkbrae component approach to the
specification of agent organisations that combines indég®rstructural and functional specifi-
cations with a deontic specification, the latter definingpamother things, the roles (structural)
having permission to carry out group tasks (functional)e Hpproach provides a proliferation
of constructs for specifying multi-agent systems, inchgdihe ability to concisely express many
previously unmentioned situations, such as:

— the ability to specifycompatibilityof group membership, akin to the members of a govern-
ment expressing a conflict of interest;

— enabling thecardinality of group membership to be defined and thus defining a well fdrme
group as a group who’s membership is between its specifiethmaim and maximum size;

— the ability to express a variance in the agents’ permissiers time.

It is argued that such an approach improves the efficiencyufitagent systems by focusing
agents on the organisation’s goals. However, we note thall tfie proposals discussed in this
section this approach applies the most restrictions totsggnnomy.

2.7 Summary

It should be noted that none of the above organisationabages can comprehensively model
all forms of co-operative multi-agent systems. Rather tlegyresent attempts to discover prac-
tical and beneficial ways of specifying distributed compiotaal systems, and facilitating the
focus of computation on a system’s main purpose whilst natpgromising the autonomy of
the system’s components. In achieving this aim it may be eni@nt to categorise groups of



agents in terms of cohesion and co-operation. For instangmup of agents may be individu-
ally autonomous, existing as a group solely due to theiripndy to one another rather than their
co-operation. In contrast, the watghm implies a high degree of co-operation and adhesion with
anorganisatiorfitting somewhere in between. As Cohen stated in [7]

“teamwork is more than co-ordinated individual behaviour”

Thus, the more expressive proposals reviewed here enablgpiecification of more cohesive
groups but often at significant cost to the agents involved.

3 Structuring Mechanisms

The approach we propose is based on that afM EM described previously [12]. However, we
advocate this grouping approach, independent of the widgdanguage for agents. The only
restrictions we put on any underlying language is that, amast BDI-based languages, there
are logically coherent mechanisms for explicitly desargibeliefsandgoals

The aim of our grouping structure is to provide a simple orgational construct that enables
the definition of a wide range of multi-agent systems — frorstuarctured collections of unco-
ordinated agents to complex systems that are often dedauifiag the high-level abstractions
described in the last section.

3.1 Prerequisites

As in the METATEM framework, the grouping approach involves very few adulitil constructs
within the language. Specifically, we require just two aidaial elements within each agent'’s
state. We also, as is common, require that first-class elemsunch as beliefs, goals, etc, can
be communicated between agents. Delivery of messagesidhegluaranteed, though the delay
between send and receipt is not fixed. Finally, we expecta@spmously concurrent execution
of agents.

3.2 Extending Agents

Assuming that the underlying agent language can describd¢haviour of an agent, as has
been shown for example in [8], we now extend the concept ofitagéh two setsCont ent
andCont ext . The agent'Cont ent describes the set of agents it contains, while the agent’s
Cont ext describes a set of agents it is contained within. Thus, tihmadbdefinition of an agent

is as follows.

Agent ::=Behavi our: Specification
Content: P(Agent)
Cont ext : P(Agent)

Here,P( Agent ) are sets of agents ai@peci fi cat i onis the description of the individual
agent’s behaviour, given as appropriate in the target BDjuleage.



Context

On the right, we provide a graphical representa-
tion of such an agent. The agent (the circle) re- Behaviour
sides within a context and itself comprises its own
behavioural layer and its content. This content can
again contain further agents. Note that, for formal Content
development purposes, tligehaviour may well
be a logical specification.

The addition ofCont ent andCont ext sets to each agent provides significant flexibility for
agent organisation. Agent teams, groups or organisatwnish might alternatively be seen as
separate entities, are now just agents with non-er@ptyt ent . This allows these organisa-
tions to be hierarchical and dynamic, and so, as we will sts, lprovides possibilities for a
multitude of other co-ordinated behaviours. Similarlyeats can have several agents within
their Cont ext . Not only does this allow agents to be part of several orgdioisal struc-
tures simultaneously, but it allows the agent to benefit fl@ont ext representing diverse at-
tributes/behaviours. So an agent might be in a contexia@latits physical locality (ie agents in
that set are ‘close’ to each other), yet also might be in aedrihat provides certain roles or abil-
ities. Intriguingly, agents can be within many, overlagpand diverse, contexts. This gives the
ability to produce complex organisations, in a way simitamultiple inheritance in traditional
object/concept systems. For example configurations, see Fi

Collection Sub-groups Multiple context
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Hierarchy

< >

Chain

Fig. 1. A selection of possible organisation structures.

An important aspect is that this whole structure is very dyita Agents can move in and out
of Cont ent andCont ext sets, while new agents (and, hence, organisations) cansaensp
easily and discarded. This allows for the possibility oftagaof organisations, from theansient
to thepermanentFrom the above it is clear that there is no enforced disbndtetween an agent



and an agent organisation. All are agents, all may be tresiteithrly. On the other hand it is
possible to distinguish between agents (with emPiyt ent ) and organisations (with non-
emptyCont ent ) to allow an organisation-centred approach, if required.

Finally, it is essential that the agent’s internal behaxjibe it a program or a specification,
have direct access to both tllent ent andCont ext sets. As we will see below, this allows
each agent to become more than just a ‘dumb’ container. Itgatrol access to, restructure, and
share information and behaviours with, @nt ent . Note that, in order to describe fragments
of the agent’s behaviour during the rest of the paper, we ugé simplelF.. THEN.. ELSE
statements. Again, this does not prescribe any partictitee sf BDI language.

3.3 Communication

The core communication mechanism between agents in ourlisdoteadcast message-passing.
The use of broadcast is very appealing, allowing agentebagstems to be developed without
being concerned about addresses/names of the agents tonbeuoicated with. The potential
inefficiency of broadcast communication is avoided by the ofkthe agentsCont ent and
Cont ext structures. By default, when an agent broadcasts a messagent to all members of
the agent'Cont ext sets with the message being forwarded to agents within tine santext.
This, effectively, producesiulticast rather than full broadcast, message-passing.

This is clearly a simple, flexible and intuitive model, ane tystem developer is encour-
aged to think in this way. However, it is useful to note thatltioast, or ‘broadcast within a
set’, is actually built on top of point-to-point message iag! We will assume that the BDI
language has a communication construct that can be modellét actiosend(recipient, m)
which means that the messagehas been sent to the ageritipient, and a corresponsing
received(sender, m) which become true when thecipient agent receives the message. Let
us consider an example where an agent wishes to broadcdkbtbexr members of one of its
Cont ext sets. For simplicity, let us term this context sgtéup’. An agent wishing to ‘broad-
cast’ a messagey, to members of theroup sends a messagend(group, broadcast(m)), to
the group agent alone, as illustrated in Fig. 2.

>

<X >
7>

Oe=
=

Fig. 2. Broadcast within a Group.



The effect of sending a broadcast message tgithep agent is that thgroup acts as a proxy
and forwards the message to@snt ent , modifying the message such that the message appears
to have originated from the proxy. In this way agents mamtheir anonymity within the group.

IF received(from,broadcast(m))
THEN for each z in {Cont ent \ from} send(z,m)

Being an agent-centred approach to multi-agent organis#tiere does not exist an [accessible]
entity that referenceall agents in the agent space, thus a true broadcast is not lgossilwever

a number of recursive group broadcasts can be specifiediiaia message to be propagated to
all agents with an organisational link to the sender.

For example, reaching all accessible agents requires titdrgpagent to send a message to
all members of itsCont ext andCont ent sets and for each first-time recipient to recursively
forward that message to the union of th€ont ext andCont ent (excluding the sender).
Clearly this is not an efficient method of communication ais ipossible for agents to receive
multiple copies of the same message, and so it may not beqakict very large societies, but
what it lacks in sophistication it makes up for in simplicétgd clarity [14].

IF received(from,broadcast All(m))AND not received(-, m)
THEN for each z in {Cont ent U Cont ext } send(z, m) AND send(x, broadcastAll(m))

Perhaps more useful than indiscriminate broadcastingdvoeithe case of an agent who wants
to reach all other members of the ‘greatest’ organisatiowldch it belongs. This requires a
message to propagate up through the agent structure ungiddhes a group with an empty
context, at which point the message is sent downwards uintileambers and sub-members have
been reached.

Fig. 3. (2) Nested Organisations (b). Propagation of Messages

To illustrate this, consider the situation of ag&rih Fig. 3(a), who wants to send a message to
its entire organisation — the organisation specified\bi propagate Up(m) message originates
from agenE who sends it to age. B's context is non-empty so the message continues upwards
to A. SinceA is the widest organisation to whidhbelongs (it has an emptgont ext set), it
modifies the message, converting ittmpagate Down(message) and broadcasts it along with
the message to all members of its content. Upon receipt shtleissage, agerBsandGsend it



to their contents and so it continues until the message esagh agent with an empty content
set as illustrated by Fig. 3(b).
This might be specified as follows;

IF received(-, propagateUp(m)) AND Cont ext # ()
THEN for each z in {Cont ext } send(x, propagateUp(m))

IF received(-, propagateUp(m)) AND Cont ext =0
THEN for each z in {Content } send(xz,m) AND send(z, propagateDown(m))

IF received(-, propagateDown(m)) AND Cont ent # ()
THEN for each z in {Content } send(xz,m) AND send(z, propagateDown(m))

3.4 Refining and Restricting Communications

Further communication restriction is possible by, for exganrestricting the type of communica-

tions agents can make. Employing the concept of speech28]te/g can use the group agent as
a communication filter that restricts intra-group messgginthose that conform to permissible

protocols or structures.

Fig. 4. Filtering communication by group.

If, for example, a fact-finding agent contains a number ohdégevith access to information
resources, it may be necessary to restrict their intraqgommmunication tinform speech acts.
In such circumstances it is possible to modify the defaliv@ur by imposing a message filter.

IF received(from,broadcast(m))AND informFilter(m)
THEN for each z in {Cont ent \ from} send(z,m)

See Fig. 4 for an example of this. In this way filters can be s&thfor many purposes, enabling
organisations to maintain:

relevance— ensuring communication remains relevant to to group gdalgtentions or
tasks;

fairness— allowing each member of a group an equal opportunity to lspesred

legality — assigning permissions to group members to restrict conication channels.



3.5 Communication Semantics

The above variations obtroadcast define varying semantics for a message. A key feature of
the grouping approach is that the semantics of communitagidlexible and, potentially, in
the hands of the programmer. Such semantics can also, aderiie communicated between
agents in the form of plans allowing an agent to adopt diffesemantics for communication as
its Cont ext changes.

Adherence to particular common communication protocels&ntics also allows groups to
establish the extent to which a member is autonomous (egrowp can use a semantics for
achievespeech acts which forces recipients to adopt the commeticptal).

4 Common Multi-Agent Structures

In this section we will examine some of the key structuringchrnisms that are either explicit
or implicit within the approaches surveyed in Section 2, show how each can be represented
appropriately, and simply, using tl@nt ent /Cont ext approach outlined above.

Table 1 lists the mechanisms identified by our surveyed asth® being useful in the spec-
ification of agent co-operation. We believe that our appindadlexible enough to model all of
these but for brevity we will demonstrate a sample of theny.onl
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Fisher et al. v v v
Tidhar /o v v Voo v

Table 1. Multi-agent organisation concepts.

4.1 Sharing Information

Shared beliefs Being a member of all but the least cohesive groups requissbme shared
beliefs exist between its members. Making the contentisagraption that all agents are honest



and that joining the group is both individual rational andgp rational, let agenthold a belief
setBS;. When an agent joins a groypt receives beliefs3.S; from the group and adds them to
its own belief base (invoking its own belief revision mecisamis case of conficting beliefs).

The agent in receipt of the new beliefs may or may not dissataithem to the agents in its
content, depending on the nature and purpose of the grouge Beld, beliefs are retained until
contradicted.

Joint beliefs Joint beliefs are stronger than shared beliefs. To mairiterievels of cohesion
found in teams each member must not only believe a joint bleliemust also believe that its
team members believe the joint belief. Let us assume the &gyespable of internal actions such
as addBelief (Belief , RelevantTo) adding Belief to its belief base, and recording the context
that Belief is relvant to. Upon joining a group, an agent is supplied thkeks relevant to that
context, which it stores in its belief base along with theteshin which they hold.

IF received( from, membership Confirm (beliefSet))
THEN for each b in {beliefSet} addBelief (b, from)

The presence of sucPont ext meta-information can be used to apply boundaries on agent de
liberation, thus mitigating the complexity caused by inngcing another variable. When leaving
aCont ext an agent might choose to drop the beliefs relevant to thaegbor retain them.

4.2 Sharing Capabilities

Let agentAg; have a goa(z, for which planP exists but thatdg; does not have and therefore
must find an agent that does. Two options availablelgp are to find an agentlg;, who has
P, and either: request thatg; carries out the plan; or request thég; sendsP to Ag; so that
Ag; can carry out the plan itself. The first possibility suggestdoser degree of co-operation
between agentsandj, perhaps even the sub-ordination of aggbly agenti. Whereas, in the
second possibility, agemtenefits from information supplied by

In the first scenario we might envisage a group in which a merfdveéhe group agent itself)
asks another member to execute the plan. In the second casggnenvisage agentaind j
sharinga plan. This second scenario is typical if groups are to captartain capabilities —
agents who join th&ont ent of such a group are sent (or at least can request) plans shared
amongst the group.

4.3 Joint Intentions

An agent acting in an independent self-interested way ne¢dhform any other entity of its
beliefs, or changes to them. On the other hand, an agent wivorising, as part of a team,
towards a goal shared by itself and all other members of tm teas both an obligation and a
rational interest in sharing relevant beliefs with the otfleam members [7]. Providing an agent
with a persistent goal with respect to a team, such that teetagust intend the goal whilst it
is the team’s mutual belief that the goal is valid (not yetiaedd, achievable and relevant). The
implications of this impact on agent’s individual behaviethen it learns, independently, that
the goal is no longer valid - in such a situation the team wagldigent maintains its commitment
to the invalid goal but informs its team members of the ardeog(s) that lead it to believe the



goal is invalid. Only when the agent receives confirmaticat the entire team share its belief
does it drop its commitment.

The intuitive implementation of this joint intention is neia a team construct but with an
extension of an agent’s attributes. However, increasegpressiveness of this sort do not come
without penalty — increased undecidability usually accamips them. The organisational or
team construct may overcome this problem but we believedbasimple group approach is
sufficient to implement joint intentions, mutual beliefslasommon goals. Consider the scenario
given in Fig. 5.

]
-

Fig. 5. Communicating Joint Intentions.

Agent A.On joining the groufd’, agentA4 accepts goal I and confirms its adoption of the goal.
Whilst 7' remains a member ofl’s Cont ext , A informsT of all beliefs that are relevant to
JI. Finally, all communications from agefit must be acknowledged, with an indication of the
agent’s acceptance (or non-acceptance) of the message.

A simple specification of this might be:

IF received(from, jointIntention(JI))
THEN achieve(JI) AND send(from,ack(JI))

IF belief (o) AND there is x in {Cont ext } relevantTo(p, x)
THEN send(z, inform(y))

IF goal(y) AND there is x in {Cont ext } relevantTo(~, )
THEN achieve(y)

Thus, an agentis obliged to inform its group of beliefs raf#uo jointly held intentions and will
maintain a goal whilst it remains relevant to @snt ext .

Agent T. Evaluates group beliefs and communicates the taking ondesyping, of intentions
when mutual agreement is established. Siiickas details of the agents in i®nt ent and

can send messages to interrogate them, it can maintain kdge/lofcommoninformation and
behaviours, and reason with it.



4.4 Roles

The concept of arole is acommon abstraction used by mangeithr a variety of purposes [18,
11, 30], including:

— to define the collective abilities necessary to achieve bajlgoal;
— to provide an agent with abilities suitable for team acyivit
— to constrain or modify agent behaviour for conformance wédim norms; and

— to describe a hierarchy of authority in an organisation afrdg and hence create a permis-
sions structure.

Below we examine a variety of such roles and consider how eagtd fit into our model.

Ability roles Let planP be a complex plan that requires abilitieg andz if it is to be fulfilled.

An agentA is created (without any domain abilities of its own) to gattegether agents that
do have the necessary abilities. Agehtnight generate an agent in its content for each of the
abilities required to fulfil planP.

Multi-agent system

arbitrary agent

Fig. 6. Roles according to abilities.

When agentd encounters an agent with ability, y or z it adds the agent to th€ont ent of
the appropriate group (agent), analogous to assigning.role

A talented agent might become a member of several ability. Sdte ability set, itself an
agent, may be a simple container or exhibit complex behawibiis own. One basic behaviour
might be to periodically request (of the agents inGtsnt ent ) the execution of its designated
ability. Note that in the case of an ability that is hard torgarut, it may be provident to include
many agents with that ability. Similarly, the desired dbitnight be a complex ability that must
be subjected to further planning, resulting in a number stee abilities.



Roles in societyJoining a society, organisation or team of agents commantyives the adop-
tion of the norms of that society, organisation or team. Whethese norms are expressed as
beliefs, goals, preferences or communication protocalsapproach allows them to be trans-
mitted between group members, particularly at the time iofifg.

For example, if team membership requires that members adkdge receipt of messages
then each new member of a group might be given the new ruleagietr)

IF received(ag,®) THEN send(ag, ack(0))

A stronger constraint might require an agent to believe absages received from Bont ext :

IF received(ag,d) AND ag € Cont ext THEN addBelief (6, ag) AND send(ag, ack(6))

Of course, agents can not be certain that another agentesifl with given constraints or comply
with norms of the society, the most it can do is demand forrkhawledgement of its request
and a commitment to do so. Group membership can be denieddemt fails to satisfy thentry
criteria.

Authority roles None of the structures discussed so far result in a struthateisefully reflects
a hierarchy of authority.

As each of the above structures allow almost arbitrary graembership, with transitive and
cyclic structures possible they are not suitable for exgirgsa hierarchy of authority, which by
its nature must be acyclic with exactly one root.

A common use for such a hierarchy is for creating channelswiraunication. Our approach
to grouping enables communication restrictions for freghghhat agents may only communicate
with theirimmediate superiors (context), or their subaates (content). Multicast message pass-
ing requires sending a singbeoadcast message to an agent in its context. The receiving agent
will, if it deems it appropriate, forward the message to @lley agents in the [superior] agent’s
content.

5 Concluding Remarks

In this paper, we have proposed a simple but clear model fdti4agent structuring in a wide
range of agent languages based on varieties of the logickdBRroach. Although derived from
work on METATEM, we propose this as a general approach for many languagesugport
this, we first show how simple and intuitive the approach id how the underlying structures
of any appropriate language can be modified. (Note that metaildd operational semantics
for our grouping approach in logic-based BDI languagesvemiin [9].) We then showed, in
a necessarily brief way, how many of the common teamwork agdrasation aspects can be
modelled using our approach.

In order to evaluate the approach, we have also implemented\gentSpeak (actually, Ja-
son [4]) and have developed several simple examples of dgr@ganisations. This simple addi-
tional layer has so far proved to be convenient and powediwiously, theCont ent /Cont ext
approach has also been extensively used in previous workeoraEM [13-15, 17]. In addition,
it has been incorporated in the semantics of AL [8], a comsemantics basis for a number of
languages, including AgentSpeak and 3APL; see [9].



5.1 Future Work

Our immediate aim with this work is to apply the model to largpplications, particularly in the
areas of ubiquitous computing and social organisationis Whi give a more severe test for the
approach and will highlight any areas of difficulty.

As mentioned above, the approach is being integrated irgoAth semantics [8], which

provides a common semantics basis for a number of BDI lanegiagince translations from
AgentSpeak, 3APL, etc are being produced, we also aim tslatnthe organisational aspects
used into the above model.

Finally, the aim of the work on AIL is to provide generic vet#ition techniques for BDI

languages (that can be translated to AlL). In extending tthes&mantics, we also aim to provide
verification techniques for teams, roles and organisati@veloped within BDI languages.
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