On ﬁnite~memor9 cleterminacg

O‘F gamc—:s Onn graphs

Patricia Bouyer
. SV, CNRS, Univ. Paris—-SacIag) ENS PariS»-Saclag

France

Based onjoint work with Stél:)hane | e Roux, Youssouf Oualhaclj,
Mickael Randour, Pierre Vandenhove

(Published at CONCUR’20)

I



The talk in one slide

- Strategg sgnthes‘is Fof two—-Plagér ga‘mes |

L« SimPlC »? 4

When are simple strategies sutficient to Plag oPtimaug?




The setting - Example of a game

Reachabilitg winning condition for P,



The setting - Example of a game
o

& = ‘
3 s
2 -

Reachal:)ilitg winning condition for P,

Use of colors to define winning conclition/l:)regerence relation
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The setting - Example of a game

Reachabilitg winning condition for P,

The game IS Playecﬂ using strategies:
c;: 5*S; > E



Families of strategies

c;: 5*S. > E

r——( Subclasses of interest )
y

™™
o Mcmorgless strategy: 0;: 5, > E
* Finite-memory strategy: o, defined
139 a finite-state Mealy machine |
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« Reach the target with energy 0»

LooP 5 times in the initial state

« \/!Slt bOth Sl ancl S2 »

Every odd visit to s, gotos,

Every even visit to sy, go to s,



The setting - Preference relation

7 C 7n’and 7' C 7 means that 7 and 7’ are equa”g aPPreciatecl

7 € 7' and 7' & 7 means that 7' is Preferrecl over

e WC C”wnning condition:

n C ' it either 7 € W or T&W
e Quantitative real Pagog f

n E ' it flz) < f(n')

Ex: MP, AE, TP

.

Zero-sum assuml:)tion:

~ Preference of P, is C

~ Preference of P,isC™




Pagomcmcs basecl on energy

Focus on two memorgless

strategles
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Pagogs basecl on energy

Focus on two memorgless

strategles

TP =0, TP = |
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Pagogs based on energy

Focus on two memorgless

strategles

Constraint on the energy level (EL)

I\/\é:aarw—-]:)zaagmclC (MP): |ong~run average PBQO?C?C per transition
T«c>’ta|—~[:>ago1c1C (TP)
Average-energy (AE)
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,__{ Remark }

e Tobec is’tinguishccl from:

Opti mality of strategies

u 0l €

}
t
TI — T, is b rhan

Ja OP'HW\OZ when etr ill’l'J
‘ozﬂu K'\M\- M?oﬂ%r

~ e-optimal

~ 5ubgame~[:>er1cect optimal (in our case: Nash equilibria)

/




A focus on memorgless

strategies
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When are memorgless strategies

sufficient to Plag oPtimallg?

| Quite often!

o Reachabilitgj sa%:‘cgJ BUchi, Paritgj MP, EL >0, TP, AE, etc...

-

Can we characterize when theg are”?

YES!

And this is a beautiful result ]39 Gimbert and Zielonka, CONCUR’0O5

9



The memoryless storg

Sutficient conditions

‘e Characterization of the PreFerence relations aclmitting oPtimaI

memorgless strategies for both Plagers in all finite games
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The Gimbert-Zielonka characterization
, |GZ05]
for memory less cletermmacg (M

et C be a Pre&:rence relation.
It is said

e monotone whenever
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The Gimbert-Zielonka characterization
[GZ05]

for memory less cleterminacg 2)

Characterization - Two~Plager games

The two go”owing assertions are ecluivalent :

1. All finite games have memoryless ol:)timal strategies for both

PIEBHCFS

2. Both C ancl E_l are monotone and selective

Characterization - One~l:>|ayer games




Whg? Proot hint ()

Assume all P,-games have oPtima|

memorgless strategjes.
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C is selective




Whg? Proof hint (2)

, The case of one-
Assume C 1s monotone Plaﬂer games
and selective.

-
@ OO.' ® @ %o @ - © ® & o

f Nne l’)—'&‘: J[\Al.& l?Q.“‘u/-e?m / ﬂV\A (W\°/\o+ona,>
“,' nNo v&eas0A o sw o p a\-E -L (SKQLQ"\U\'LJ:)

No memory requireci at r!
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%

o Easg to analgse the one—-l:)lager case (graplﬁ analgsis)

APPllca‘UOHS

it ng theorem

Verg Powergul ancl extremelg uscncul N Practice!

- Mean—-—Pagog, average-energy [BMRLLI5]
e Allows to deduce Properties in the two—-Plager case

15




Discussion of examples

(,_{ E:xamples ]

o Reachabilitg, samcetgz
- Monotone (though not Preﬁx~in<:lepenclent)
- Selective
o Parity, mean—-Pagoﬁcz
- Preﬁx#ndepencﬂent hence monotone
- Selective
o Priorit9 mean l:JaHO%C [GZ05]
e Average-energy games [BMRLLI5]

— Lhcting theorem!!

\u.
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Discussion

Winning condition for P;:

/\ Biichi(4)) Vv cobiichi(B)

i/



Discussion

Winning condition for P;:

((IMP €

(0,B)

) 4

(1.B)

Q) A Biichi(4)) v coBiichi(B)

In all one-player ames, P has a memoryless uniform optimal strate
player s 1 Y P &Y

Hence: the winning condition is monotone and selective

(0.4)

(3
o

(1,4)

(1,B)

o P, wins this game:

~ lnﬁ'ni’celg O]

~ Plag fora
~ Plag fora

o |t requirc—:s infinite memorgl

ten, gjve the hand back to P,

ong time the eclge labelled (0,B) to aPProach 0
ong time the eclge labelled (1,B) to aPProac:h 1

i/



Discussion

Winning, condition for P;:

((MP € Q) A Biichi(A)) v cobiichi(B)

iV




Finite~memor3

strategies
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We need memorgl

r’

..

Objecti\/es/ Pregerence relations become

more ancl more COTTIP‘CX

-

-

e Biichi(A)ABiichi(B) requires finite memory
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We need memorgl

{
Objecti\/es/ Pregerence relations become

more ancl more COTTIP‘CX

e Biichi(A)ABiichi(B) requires finite memory

* MP,>0AMP, > 0requires infinite memory

(=1, -1)
(1 — 1) ‘ ’ 11)

(_13 o 1)
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Can we litt [GZ05] to finite memory?

Consider the followi ng winning condition for P;:

n n
liminf )’ ;=400 or I®nst Y ¢;=0
(B P
o OPtimal ﬁnite»-memorg strategies N one—-Plager games

e Butnotin two~P|896r games!!

P, wins but uses infinite memory!
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How do we formalize finite memorg?
Stanclardlg

To have an abstract theorem. ..

e The memory mechanism should not sPeak about information speciﬁc

to Particular games, hence:
~ Oypg should not speak of states
~ Ofpg CAN speak of colors

(notion of « chromatic strategy » by Kopczgnski}

21



\.

Ar6ﬂ8~iﬂCZl€P€ﬂCilCﬂt memor9 management

Memorg skeleton

Init

o M = (M, My, aypy) With m

€ Manda

upd :1W4’>< Cj-—a»ikf

\.

Strategg with memory /A

e Additional next-move function: a

next

Not ge’t a strateggl

MXS;, - E

The above skeleton is sutficient for the winning condition
Biichi (A) ABiichi(B)
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Example

Game arena A -

(s, m) = (51, 52)
(81, My) B (51, 57)
(85, M) > (85, 5,)
(82, 11p) = (8, 57)

e One can however not applg the

result to Procluct gamc—:s! ,

25



Memorg—dcpenclent monotony and selectivitg

et C be a Préncerence relation and A a memory skeleton.

It s said

e I/ -monotone whenever







Our characterization for # ~cletcrminacg

Characterization - Two~Plager games

The two go”owing assertions are equi\/alent :
1. All finite games have oPtimal /A ~strategies for both Plagers
2. Both C and C—! are #/-monotone and A -selective

Characterization - One~P|ayer games

triv

= We recover [GZ05] with # =
26



Appllcatlons

Transter/Litti ng theorem

\/exy Powermcul and extremelg useful in Practice!

Subclasses of games




Memorg«overecl arenas

If the game has enough information from /.

then memorgless strategies will be suticient

COVCFCd arcrnas = samc PT’OPCFﬁCS as P!’OClUCt arcnas




Example of aPPIication

C defined bg a conjunction of reachabilitg Reach(‘) A Reach(’)
o \L’ ® C 1s 4 -monotone,

but not A -selective

C is M,-selective

1
C is M -monotone and M ,-selective
C~!is M ,-monotone and M. ~selective

triv

= Memory M, is sufficient for both Players!!
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Conclusion

A generalization of [GZ05]

-

e To arena-inclepenclent finite memory

o APPIies to generalized reachabilitg or Parity, lower- and upper-
bounded (multi~dimension) energy games

e .

L imitations

e Does onlg Cal:)ture arena~inclepenclent finite memory

e Harcl to generalize (remember Counter~e><ample)

e Does not aPPIH to multi-dim. MP MP+Parit9, energy+MP (infinite

memorg}
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Conclusion

v O’thér aPProaches .

Further work

bl





